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Exercise 1

1. For all t ∈ R we have (g ◦ f)−1((t,∞]) = f−1(g−1((t,∞])) ∈ A.

2. The map h′ : R2 → R, (a, b) 7→ a+ b is measurable since the preimage of an open set is an
open set, and the map h : X → R2, x 7→ (f(x), g(x)) is measurable since h−1(A1 ×A2) =
f−1(A1)∩g−1(A2) ∈ A for any A1, A2 ⊂ Rmeasurable. Hence, f+g = h′◦h is measurable.

3. For g1(x) = infn∈N fn(x) and g2(x) = supn∈N fn(x) and t ∈ R we have g−1
1 ([−∞, t)) =

∪n∈N{fn < t}, g−1
2 ((t,∞]) = ∪n∈N{fn > t} which is measurable. Therefore lim infn→∞ fn =

supn∈N infk≥n fk and lim supn→∞ fn = infn∈N supk≥n fk are measurable which implies that
limn→∞ fn is measurable.

4. We set An
k = f−1([2−n(k − 1), 2−nk)) for k = 1, ..., n2n, n ∈ N0, and fn =

∑n2n

k=1 2
−n(k −

1)χAn
k
+∞ · χ{f=∞}. Then (fn)n∈N has the desired properties.

5. We first compute that for f : X → [0,∞], A ∈ A and a ∈ R we have
´
X f + aχAdµ =´

X fdµ+aµ(A) which yields the claim if f and g are simple functions. If f, g : X → [0,∞]
we take simple functions (fn)n∈N, (gn)n∈N with the properties from 4. to infer that

´
X f+

gdµ = limn→∞
´
X fn + gndµ = limn→∞

´
X fndµ + limn→∞

´
X gndµ =

´
X fdµ +

´
X gdµ.

Note that we can apply the same argument in the case that f ≥ g ≥ 0 almost everywhere
on X and take the sequences provided by 4. to obtain

´
X f − gdµ =

´
X fdµ−

´
X gdµ. If

f, g : X → R ∪ {±∞} we set E+ = {f + g ≥ 0}, E− = {f + g < 0} and noticing that
(f+g)χE+ = (f++g+)χE+ −(f−+g−)χE+ , (f+g)χE− = (f−+g−)χE− −(f++g+)χE−

we compute
´
X f + gdµ =

´
X(f + g)χE+dµ −

´
X(f + g)χE−dµ =

´
X f+dµ −

´
X f−dµ +´

X g+dµ −
´
X g−dµ =

´
X fdµ +

´
X gdµ. If f, g : X → C ∪ {±∞} we consider Re(f + g)

and Im(f + g).

Exercise 2

1. By Hölder’s inequality j is well-defined, ∥j(g)∥(Lp)∗ ≤ ∥g∥Lq , and ∥g∥qLq = j(g)(g|g|q−2) ≤
∥j(g)∥(Lp)∗∥g∥

q/p
Lq which implies that j is an isometry, in particular it is injective. If

φ ∈ (Lp)∗, φ ̸= 0 we set N = {f ∈ Lp : φ(f) = 0} which is a closed subspace. We take
f1 ∈ Lp such that φ(f1) ̸= 0 and set f0 = (φ(f1))

−1f1 which satisfies φ(f0) = 1. Let
g0 = f0 − p(f0), where p : Lp → N is the projection from Lemma 3.22. Then φ(g0) = 1
and since Re

´
X(f − p(f0))g0|g0|p−2dµ ≤ 0 for all f ∈ N and N is a subspace it follows

that
´
X fg0|g0|p−2dµ = 0 for all f ∈ N . This together with the fact that f − φ(f)g0 ∈ N

for all f ∈ Lp implies that
´
X fg0|g0|p−2dµ =

´
X φ(f)g0g0|g0|p−2dµ = φ(f)∥g0∥pLp and

hence φ(f) = j(g0|g0|p−2∥g0∥−p
Lp )(f) for all f ∈ Lp.

2. j is antilinear and well-defined by Hölder’s inequality which also yields ∥j(g)∥(L1)∗ ≤
∥g∥L∞ . For ϵ > 0 we define Eϵ = {g > ∥g∥L∞ − ϵ} and let (Xn)n∈N ⊂ A such that
µ(Xn) < ∞, Xn ⊂ Xn+1, X = ∪n∈NXn. Then j(g)(χEϵ∩Xn) ≥ (∥g∥L∞ − ϵ)∥χEϵ∩Xn∥L1

which implies ∥j(g)∥(L1)∗ ≥ ∥g∥L∞ . Therefore j is an isometry and hence injective. Let
φ ∈ (L1)∗. Note that for any A ∈ A, µ(A) < ∞, and f ∈ Lp, 1 < p < ∞, we have
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fχA ∈ L1 since ∥fχA∥L1 ≤ ∥f∥Lp∥χA∥
L

p
p−1

by Hölder’s inequality, where χA ∈ L
p

p−1

since µ(A) < ∞. Therefore if we define φA(f) := φ(fχA) then φA ∈ (Lp)∗ for any

1 < p < ∞. By 1. there exists gA,p ∈ L
p

p−1 such that for any f ∈ Lp, φA(f) =
´
X fgA,pdµ

for any 1 < p < ∞, A ∈ A such that µ(A) < ∞. We claim that gA,p = gA,p̃ for all
p, p̃ ∈ (1, 2), A ∈ A such that µ(A) < ∞. Without loss of generality we assume that
p < p̃. For f ∈ Lp, f̃ ∈ Lp̃ we have φ(χA(f − f̃)) = φ(χAf) − φ(χAf̃) =

´
X fgA,pdµ −´

X f̃gA,p̃dµ =
´
X fgA,p − f̃gA,p̃dµ. By Hölder’s inequality for any n ∈ N it holds that

f̃χXn ∈ Lp. Thus choosing f = f̃χXn and n sufficiently large such that A ⊂ Xn yields
0 = φ(χA(f̃χXn − f̃)) =

´
X f̃(χXngA,p − gA,p̃)dµ for any f̃ ∈ Lp̃. Now we choose f̃ =

(χXngA,p − gA,p̃)χXn . Note that then f̃ ∈ Lp̃ for p̃ ∈ (1, 2) by Hölder’s inequality. We
obtain 0 =

´
X χXn |χXngA,p−gA,p̃|2dµ for any n ∈ N sufficiently large, from which it follows

that gA,p = gA,p̃ almost everywhere for any p, p̃ ∈ (1, 2). Thus gA := gA,p, p ∈ (1, 2),
A ∈ A, µ(A) < ∞, is well-defined. Next we show that if A,B ∈ A, B ⊂ A, then gA = gB
almost everywhere on B. We have φ(χAf) =

´
X fgAdµ, φ(χBf) =

´
X fgBdµ for all

f ∈ Lp, p ∈ (1, 2). Choosing f = χA∩B(gA − gB) (which is in Lp for p ∈ (1, 2)) we
obtain 0 =

´
X χA∩B|gA − gB|2dµ which yields gA = gB almost everywhere on A∩B = B.

Therefore if we define g(x) = gXn(x) if x ∈ Xn for almost every x ∈ X, then g is well-
defined and satisfies φ(χA) =

´
A gdµ for all A ∈ A, µ(A) < ∞. By the linearity of the

integral and φ we also obtain φ(f) =
´
X fgdµ for all simple functions f =

∑m
i=1 aiχAi

such that µ(Ai) < ∞. We claim that g ∈ L∞. Assume otherwise, then for every n ∈ N,
µ({|g| > n}) > 0. Let A ∈ A, 0 < µ(A) < ∞ (which exists since X is σ finite), and set
fn = χA∩{|g|>n} ∈ L1. Then ∥φ∥(L1)∗∥fn∥L1 ≥ φ(fn) =

´
X fngdµ ≥ nµ(A∩{|g| > n}) and

since ∥fn∥L1 = µ(A∩ {|g| > n}) this is a contradiction to φ ∈ (L1)∗. Next let f ∈ L1 and
let (fn)n∈N, (gn)n∈N be sequences of simple functions for f+, f− as in Exercise 1, 4. We
know that for all n ∈ N, φ(fn) =

´
X fngdµ, φ(gn) =

´
X gngdµ, and since φ is continuous

we have φ(fn) → φ(f+), φ(gn) → φ(f−). Moreover, almost everywhere on X we have
|fng| ≤ f+∥g∥L∞ , |gng| ≤ f−∥g∥L∞ so we can apply the dominated convergence theorem
to deduce φ(f+) =

´
X f+gdµ, φ(f−) =

´
X f−gdµ and hence φ(f) =

´
X fgdµ.
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